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Abstract—Silicon technology has now advanced to the point that there is a serious mismatch in the time taken to design advanced silicon-based systems and the time to market for any new product or product derivative. To obviate this delay, a new paradigm is emerging based on intellectual property (IP) exchange, where designers and differing companies share subsystems (virtual cores) between themselves to reduce design time to acceptable levels. To this end, over 150 companies including all the major players formed the Virtual Socket Interface Alliance in March 1997. The protection of IP has become a serious issue as intercompany subsystem design exchange becomes more commonplace.

This paper presents new techniques to protect the IP of virtual cores that implement digital signal processing (DSP) algorithms. The approach involves embedding codewords into the design of fundamental signal processing algorithms such as digital filters and the DFT in such a way that proof of authorship can be retained, and, if required, easily identified. The techniques discussed can be adapted to protect other fundamental DSP algorithms such as convolution and correlation.

The protection of IP via watermarking techniques is increasingly being applied at all levels of design. It is particularly advantageous if such techniques are applied at the highest abstraction levels in the design flow, and if such techniques are applied at basic algorithm level, they become very difficult to detect at lower levels of system design.

Index Terms—DSP algorithms, intellectual property, system on chip, VLSI design, watermarking.

I. INTRODUCTION

The pace of change and growth in silicon technology is enormous. In a keynote address over 30 years [2] after Moore had first introduced his famous law that stated that the number of devices on a silicon chip doubles every year, he explained that the same phenomena is still true, although it is now taking between 18 months and two years for device count to double. By 1997, the world’s semiconductor industry was producing $10^{17}$ transistors annually, and the device density is now so great that this has ushered in the era of systems on chip (SoC) in which complete electronic systems can be fabricated on one or two chips.

As device density has increased with time, the design time has also increased, and the design cost is now a major problem. There are additional time-to-market issues that are forcing silicon chip designers to rethink the whole design process. Over the three-year period 1997 to 1999 [1], silicon complexity has increased from (200–500 K gates) to (4–6 M gates) and the design cycle for a silicon system has been reduced from approximately 15 to 9 mo, while a chip derivative cycle has reduced from approximately 7 to 3 mo. The 1998 update to the SIA Roadmap now predicts leading edge designs with 200 million transistors as a possibility by 2005.

One of the principal reasons why both original chip design time and chip derivative design time must be reduced is because the application areas for silicon chips is becoming more dominated by consumer products. The time to market for consumer products is dominated by fixed events in the consumer year such as Christmas, and consumer fashion dictates that product derivatives have to be available in a short time scale. A few weeks delay in the design of a silicon chip can have disastrous effects in such volatile markets. The next generation of chips must be more complex but be designed in a shorter time. The design productivity gap in silicon system design is not only real but is rapidly expanding.

The ever-increasing complexity of silicon functionality can only be exploited if there is a paradigm shift in the design methodology used in silicon system design toward reuse-based design. Designers will increasingly employ reusable cores, often from external sources, and interconnect them on a chip, in a fashion similar to the way electronic subsystems from differing companies are now assembled into complete systems on a printed circuit board [3]. Third-party IP vendors are already appearing [e.g., MIPS and advanced RISC machines (ARM’s)], while organizations such as the DSP Group are solely concerned with developing and licensing IP for system level IC’s, such as the OakDSPCore. This is a 16-bit general purpose low-power, low-voltage, and high-speed digital signal processing (DSP) core designed for speech/audio processing, telecommunications, digital cellular, and embedded control applications. Designers are used to incorporating a reusable core such as a memory layout within a company, but the concept of using a reusable core from an external source has important issues related to IP protection, testability, etc.

An ever-increasing move toward this reuse-based design philosophy implies a growing need for the development of a systematic methodology to protect the intellectual property of differing designers and companies. Unless this is achieved, cooperation between companies will not be possible, and the potential of future silicon fabrication technology cannot be fully exploited. There have been several attempts to facilitate this. Products are now available that allow designers to interchange VHDL or Verilog code models for a reusable core via commercial software packages. One example is the Verilog model com-
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pilier (VMC) from Synopsis, which claims to create secure simulation models by compiling a Verilog-HDL source code model into a binary object model that cannot be deciphered or reverse engineered. These packages allow the potential user to alter design parameters such as word size, clock rates, etc., and simulate the performance of the reusable core within the total design but hide the vendor’s VHDL or Verilog code from the customer.

The techniques outlined above are based on attempts to prevent an unscrupulous user from misusing third-party IP by some form of software guard. This paper examines IP protection from a differing viewpoint and proposes steps that should be taken at the reusable core design stage to personalize the design in such a way that proof of ownership can be authenticated in any legal dispute over IP violation.

More specifically, this paper addresses the problem of protecting basic DSP cores that may be integrated into a multiplicity of systems. Fundamentally, this paper is concerned with the protection of the design of systems that implement classical DSP algorithms by using additional constraints in the algorithm design process to encode an authorship signature, which will be difficult to detect. Such a technique has been proposed in [4], where it is shown that additional synthesis constraints could be applied throughout the whole design process, from algorithm, through system and behavioral synthesis, to logic synthesis and physical design. An example is given in [7] of applying additional constraints to a digital filter specification to make an individual designer’s filter specification difficult to replicate. This paper tackles the problem of protecting the algorithmic intellectual property of DSP cores that contain filters and FFT building blocks and addresses practical issues of implementation not covered in [7]. The techniques proposed can also be used for other fundamental DSP algorithms such as convolution and correlation.

In the era of design reuse, it will be necessary to protect intellectual property at all levels of design abstraction. However, it is particularly attractive at the highest algorithmic level because whatever may be changed by an unauthorized user at either behavioral, logic, and physical synthesis level, the proof of authorship has not been compromised. IP protection has been investigated at the behavioral [11] and physical synthesis levels [8]. IP protection techniques have been applied to systems implemented on programmable hardware [9], [10].

Watermarking techniques [5], [6] have been proposed for different data modalities such as image, video, voice, and text. These techniques have tended to alter a substantial number of components in the watermarked objects and rely on the inability of human eyes and ears to detect the changes made to images and audio. This is permissible in multimedia applications but is unacceptable in DSP, where functionality and correctness of design is important.

Section II considers how designs containing digital filters can be protected. The case of IIR filter techniques to embed covert channels into the design to enable design authors to uniquely observe channel information is presented. A more analytical approach based on constrained minimization is also discussed in Section II for the design protection of FIR filters. With minor modifications, the covert channel approach could be used for FIR filter protection and vice versa.

Section III discusses how systems designs that utilize DSP algorithms containing window functions may be protected using watermarking techniques on the windowing functions, and Section IV discusses the similarities and differences of IP protection in virtual cores and multimedia data modalities. The overall conclusions are presented in Section V.

II. DIGITAL FILTER DESIGNS

It has been proposed [7] that the use of covert channels could be used to protect the IP of DSP designs at an algorithmic level. The key concept was that a covert channel could be embedded into a design such that only the design authors can observe and interpret information obtained through the channel. While [7] suggests a possible methodology, the present paper extends these ideas and addresses issues of practical filter implementation based on a rigorous mathematical analysis of the algorithm design process.

A. IIR FILTER DESIGN PROTECTION: AN ILLUSTRATION

Initially, the design of IIR digital filters will be considered. It is assumed that a standard design package such as the signal processing toolbox in MATLAB is to be used to design the filter to a given specification. The challenge is to be able to prove that the design obtained using a common software package given a standard specification is unique.

As a preamble to the formal design process developed in this paper, an illustrative example is considered here to explain the proposed approach. Consider designing a bandpass filter with the specification shown in Fig. 1. The filter must have a maximum 3-dB ripple in the passband that is between normalized frequencies 0.15 and 0.3 Hz. The stopbands between 0–0.1 Hz and 0.35–0.5 Hz must have an attenuation of at least 40 dB. This filter is to be implemented by a transfer function of the form

\[
H(z) = \frac{b_1 + b_2 z^{-1} + b_3 z^{-2} + \cdots + b_{N-1} z^{-N+1}}{1 + a_2 z^{-1} + a_3 z^{-2} + \cdots + a_N z^{-N}}. \tag{1}
\]

If MATLAB is used to design this digital filter, then a 16th-order Butterworth filter with normalized passband frequencies at 0.1476 and 0.3028 Hz is found to meet this specification. The coefficients of this filter are given in Table I, and the magnitude response is shown in Fig. 2. It is important to note that anyone using a classic design technique implemented in a commercial software package such as MATLAB will arrive at exactly the
same filter coefficients, and it will not be possible to distinguish one design from another.

To protect the design IP, the aim is therefore to do the following.

- Make the filter design more unique to the individual.
- Any subsequent filter must have the same complexity as the standard filter (i.e., 16th order) to ensure that there is no additional implementation overhead.
- The same standard commercial design software must be used.
- Any new filter must meet the original specifications.

To achieve these objectives, the filter stopbands and passband were subdivided into seven regions with a bandwidth of 0.05 Hz. It is then possible to modify the filter specification for IP protection by embedding a 7-bit code word into the seven regions according to a prescribed procedure as given below. In the example shown in Table II, the ASCII character “C,” which is equivalent to (1 000 011), is used as the code.

The code is then used to alter the original filter specification. In this example, a possible 3-dB ripple has been superimposed in the stopband. If the code in the filter band is “1,” then 1 dB is subtracted from the upper band edge (i.e., -2 dB in the passband or -41 dB in the stopband). Similarly, if the code is “0,” then 1 dB is added to the lower band edge.

Any filter that meets this modified specification must also satisfy the original one. An obvious problem is that standard commercial Butterworth filter design packages cannot easily cope with this more piecemeal specification. However, specifications typified by those in Table II may be used in more direct optimization routines. If the specification from Table II is used as input to the Yule-Walker filter design routines in MATLAB, the coefficients reproduced in Table I result. Fig. 2 illustrates the magnitude response of the standard Butterworth and Yule-Walker filters.

Both of the filter designs in Fig. 2 meet the original specification and both filters are of the same complexity. Both have been designed using standard commercial software. However the Yule-Walker design has an embedded code word within it known only to the designer. By the time the filter has been implemented in hardware and/or software, it will become increasingly difficult for any unauthorized user of the IP to determine whether any algorithmic IP protection has been incorporated or not.

One obvious criticism of the watermarking example given above is that in many applications a Butterworth (or some other standard design procedure) may be part of the original specification. In these circumstances, it is not possible to introduce simple magnitude scaling as illustrated earlier without writing nonstandard CAD software. Even if this was done, the order and, thereby, complexity of the overall filter would have to increase. Coded Butterworth filters can be designed if the band edges as well as the passband ripple and stopband attenuation are included in the coding. This is illustrated in Fig. 3.

A 6-bit codeword can be used that incorporates the passband attenuation \( D \), the stopband attenuation \( A \), and the band-edges \( B, C, E, \) and \( F \). If a bit in the codeword is “0,” then the original specification value is used. If a bit equals “1,” then that particular specification value is made slightly more demanding. If all possible codewords are to be used, then it is necessary to
ensure that the word (111111) does not tighten the specification to the point that a higher order filter is required than needed for the original specification.

As an illustration, consider the bandpass filter specification given in Fig. 3, and assume that the specifications for attenuation levels and band edges are tightened in the manner shown in Table III if the relevant code bit equals a 1.

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.1dB</td>
<td>+0.00125Hz</td>
<td>-0.00125Hz</td>
<td>+0.1dB</td>
<td>+0.00125Hz</td>
<td>-0.00125Hz</td>
</tr>
</tbody>
</table>

If a code word of decimal 25 was used (equivalent to 011001), then the bandpass filter specification becomes

- stopband edges 0.10125 and 0.34875 Hz;
- passband edges 0.14875 and 0.3 Hz;

while the passband and stopband attenuation specification remains unaltered.

Since the code word (decimal 25) has subtly altered the passband and stopband edges from those illustrated in Fig. 1, then a 16th-order Butterworth filter with passband frequencies of 0.1474 and 0.30082 Hz is required to meet this modified specification. When such a filter is subsequently designed, the filter coefficients are given in Table IV. It is seen that these coefficients are slightly different from the filter coefficients that meet the original specification. The magnitude responses of both the standard Butterworth filter and the coded Butterworth filter are shown in Fig. 4. It is seen that for most practical purposes, the coded Butterworth response would be deemed acceptable.

In practice, a 16th-order filter would probably be implemented as eight second-order filters in cascade. Assuming that the poles of the original Butterworth bandpass filter at 0.5541 ±0.7444 were grouped with the zeros at −1.0267 ±j0.0114, it would produce a second-order section with the following coefficients:

\[ H_t(z) = \frac{1 + b_1z^{-1} + b_2z^{-2}}{1 + a_1z^{-1} + a_2z^{-2}} = \frac{1 + 2.0534z^{-1} + 1.0542z^{-2}}{1 - 1.1106z^{-1} + 0.8619z^{-2}}. \]

The corresponding poles and zeros for the coded design are at 0.5553 ±j0.7440 and −1.0356 ±j0.0151, respectively, and this produces the following equivalent second-order section:

\[ H_t(z) = \frac{1 + b_1z^{-1} + b_2z^{-2}}{1 + a_1z^{-1} + a_2z^{-2}} = \frac{1 + 2.0706z^{-1} + 1.0721z^{-2}}{1 - 1.1106z^{-1} + 0.8619z^{-2}}. \]

If the coefficients of both these second-order sections were coded in 8-bit 2’s complement format with a quantization step of 0.017 (which allows the maximum filter coefficient to be coded with 7 bits) and rounding was used, then the stored coefficients in this implementation are given in Table V. The denominator coefficients are identical, and the numerator coefficients vary by 1 bit.

Some of the 2’s complement coefficients for all eight of the coded filters second order sections would differ from those of the original filter by at most one bit, but these discrepancies are absolutely predictable providing one knows the coding scheme. Anyone misusing an overall design would only have access to the stored coefficient data and probably the original filter specification. In any dispute they would have difficulty in demonstrating how they had derived the stored coefficient data. Obviously unauthorized users of the IP could derive their own filter, but they are already faced with carefully examining the behav-
ioral and physical design of any reusable core to ascertain what IP protection measures may have been implemented. If they are now faced with checking the fundamental algorithms as well, then it is becoming too costly and problematic to contemplate reusable core misuse.

B. FIR Filter Design Protection—An Analytic Approach

A variation to the above approach will be taken to protecting the design of FIR filters. The standard window based technique will be modified to represent it as a constrained optimization problem in which the constraints contain the essential coding to protect the design.

Consider a \( (2N+1) \)-th-order zero-phase FIR filter of the form

\[
H(e^{j\omega}) = \sum_{k=-N}^{N} a_k e^{-j\omega k} = \mathbf{A}^T \mathbf{W}
\]

where

\[
\mathbf{A}^T = \begin{bmatrix}
    a_{-N} & a_{-N+1} & \cdots & a_0 & a_{N-1} & a_N
\end{bmatrix}
\]
\[
\mathbf{W}^T = \begin{bmatrix}
    e^{j\omega N} & e^{j\omega (N-1)} & \cdots & 1 & \cdots & e^{-j\omega N}
\end{bmatrix}
\]

It is assumed that the sampling period \( T \) has been normalized to unity. The designed filter can be made causal by introducing a linear phase shift at the implementation stage. The coefficient vector \( \mathbf{a} \) is obtained by minimizing, in a squared error sense, a cost function that is the area between some ideal frequency response \( H_i(e^{j\omega}) \) and \( H(e^{j\omega}) \) over one period, as given by

\[
J = \int_{-\pi}^{\pi} \left[ H_i(e^{j\omega}) - H(e^{j\omega}) \right]^2 d\omega
\]

This leads to the classic result for the filter coefficients using the window method as

\[
A_{opt} = \frac{1}{2\pi} \int_{-\pi}^{\pi} H_i(e^{j\omega}) W d\omega.
\]

In practice, the filter coefficients given by (4) are usually modified by using a nonrectangular window so that the oscillations in the magnitude response due to Gibb’s phenomena may be reduced.

The well-established FIR filter design based on the windowing method is automated in many DSP packages such as MATLAB. For a given specification, all designers would obtain the same filter coefficients, and if the resulting filter was incorporated into a reusable core, it would never be possible to ascertain design IP ownership by examining the filter coefficients. We propose a technique that modifies the results achieved by the windowing method that ensures protection of IP.

Assume the magnitude response is constrained to be equal to some predetermined values at \( P \) points in the frequency range of the filter chosen by the designer. Obviously, in practice, these magnitude values will be very close to those of the unconstrained filter at the chosen frequency points to ensure that the constrained filter still meets the original specification. Mathematically, the set of \( P \) constraints are

\[
H(e^{j\omega_p}) = g_p \quad p = 1, 2, \ldots, P.
\]

This may be restated as

\[
E \mathbf{a} = \mathbf{g}
\]

where

\[
E = \begin{bmatrix}
    e^{j\omega_1} & \cdots & 1 & \cdots & e^{-j\omega_1} \\
    \vdots & \ddots & \vdots & \ddots & \vdots \\
    e^{j\omega_P} & \cdots & 1 & \cdots & e^{-j\omega_P}
\end{bmatrix}
\]

and

\[
\mathbf{g}^T = [g_1 \ g_2 \ \cdots \ g_P].
\]

The constrained cost function to be minimized is

\[
J = \int_{-\pi}^{\pi} \left( H_i(e^{j\omega}) - \mathbf{A}^T \mathbf{W} \right)^2 d\omega
+ \sum_{p=1}^{P} \lambda_p \left( H(e^{j\omega_p}) - g_p \right)
\]

where \( \lambda_p \) are Lagrangian multipliers.

Substituting (2) into (6)

\[
J = \int_{-\pi}^{\pi} \left( H_i(e^{j\omega}) - \mathbf{A}^T \mathbf{W} \right)^2 d\omega
+ \sum_{p=1}^{P} \lambda_p \left( \mathbf{A}^T \mathbf{W}(\omega_p) - g_p \right)
\]

where

\[
\mathbf{W}(\omega_p)^T = \begin{bmatrix}
    e^{j\omega_p N} & e^{j\omega_p (N-1)} & \cdots & 1 & \cdots & e^{-j\omega_p N}
\end{bmatrix}
\]

Differentiating (7) with respect to \( \mathbf{A} \) and equating the derivative to zero produces

\[
\mathbf{A}_c = \left( \int_{-\pi}^{\pi} \mathbf{W}^T \mathbf{W} d\omega \right)^{-1} \left( \int_{-\pi}^{\pi} H_i(e^{j\omega}) \mathbf{W} d\omega + \frac{1}{P} \sum_{p=1}^{P} \lambda_p \mathbf{W}(\omega_p) \right).
\]

The new constrained filter coefficients \( \mathbf{A}_c \) become

\[
\mathbf{A}_c = \mathbf{A}_{opt} + \frac{1}{4\pi} \sum_{p=1}^{P} \lambda_p \mathbf{W}(\omega_p)
= \mathbf{A}_{opt} + \frac{1}{4\pi} \mathbf{E}^T \lambda
\]

where

\[
\lambda^T = \begin{bmatrix}
    \lambda_1 & \lambda_2 & \cdots & \lambda_P
\end{bmatrix}
\]

Substituting (9) into the constraint (5) produces

\[
\mathbf{g} = \mathbf{E} \mathbf{A}_{opt} + \frac{1}{4\pi} \mathbf{E} \mathbf{E}^T \lambda
\]

which can be manipulated to yield

\[
\lambda = 4\pi \left( \mathbf{E} \mathbf{E}^T \right)^{-1} \mathbf{g} - 4\pi \left( \mathbf{E} \mathbf{E}^T \right)^{-1} \mathbf{E} \mathbf{A}_{opt}.
\]

Substituting (10) into (9) results in an expression for the modified filter coefficient \( \mathbf{A}_c \) in terms of the classic FIR rectangular...
TABLE VI

<table>
<thead>
<tr>
<th>Coefficients of the Standard FIR Filter and the Coded FIR Filter Obtained Via Constrained Minimization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard Filter Coefficients</td>
</tr>
<tr>
<td>-----------------------------</td>
</tr>
<tr>
<td>-0.0126</td>
</tr>
<tr>
<td>0.0111</td>
</tr>
<tr>
<td>-0.0168</td>
</tr>
<tr>
<td>0.0556</td>
</tr>
<tr>
<td>0.1069</td>
</tr>
<tr>
<td>-0.0831</td>
</tr>
<tr>
<td>-0.2138</td>
</tr>
<tr>
<td>0.0395</td>
</tr>
<tr>
<td>0.2618</td>
</tr>
<tr>
<td>0.0395</td>
</tr>
<tr>
<td>-0.2138</td>
</tr>
<tr>
<td>-0.0831</td>
</tr>
<tr>
<td>0.1069</td>
</tr>
<tr>
<td>0.0556</td>
</tr>
<tr>
<td>-0.0168</td>
</tr>
<tr>
<td>0.0111</td>
</tr>
<tr>
<td>-0.0126</td>
</tr>
</tbody>
</table>

Consider the design of a 16th-order (17 coefficient) bandpass filter with passband edges at normalized frequencies 0.15 and 0.3 Hz. The coefficients for the FIR filter obtained using the classical window method, using a rectangular window function, are given in Table VI. To utilize the analysis derived above, the filter magnitude was initially calculated at the four frequencies in the filter stopband shown in Table VII.

These magnitude values can be slightly altered without compromising the overall filter behavior significantly. The value of \( \mathbf{g} \) and the frequency values required to determine \( \mathbf{E} \) in (11) were obtained by representing the magnitude response values in Table VII to three significant figures.

These coefficient values for the constrained optimization procedure expressed by (11) are given in Table VI, and the magnitude responses of both the classical window design and the coded design are compared in Fig. 5. The ripple structure in the stopbands is slightly altered, as one would expect since the constraints were all imposed in the stopbands, but the passband responses are virtually identical. The Gibb’s phenomena in both filter responses in Fig. 5 could be improved if the coefficients given in Table VI were modified using any of the nonrectangular window functions [14].

A variation to this example is to determine the exact frequencies where the nulls occur in the magnitude response of the classical filter. This is easily obtained from the zeros of the transfer function located on the unit circle in the z domain. The frequency vector \( \mathbf{W} \) in (6) can be set to a slight variation of these null frequencies, and the vector \( \mathbf{g} \) in (4) contains only zeros. Once again, the stopband characteristics are subtly altered from those of the classic design, but the passband responses are virtually identical.

The coefficient modification procedure outlined above is only mathematically valid for FIR filters designed using the window method. However, the technique has been used for filters in which the coefficient vector \( \mathbf{A}_{\text{opt}} \) in (11) has been obtained from FIR filters designed using the Parks and McClelland equiripple method [12] and from a least squares minimization technique [13]. In these instances, acceptable results were obtained, and therefore, the coefficient coding defined by (11) is more general than the analysis initially implies.

III. WINDOWING FUNCTION WATERMARKING

Window functions, which are used in FFT and filtering applications, are expressed as simple mathematical equations, and it may be thought that it would not be possible to detect from a window function the authenticity of a particular design. However, since window functions tend to be rather long, small variations can be introduced into them without significantly compromising the overall performance of the total algorithm. This will now be considered in more detail.

One of the significant features of window functions of length \( N \) is that they are symmetrical about their center term \( N/2 \), and it is imperative in any watermarking procedure that this symmetry is maintained. Starting with a classical window function

\[
w(n) = 1 \leq n \leq N \tag{12}
\]

the first stage is to add a small amount of noise to the original window function

\[
w_{\text{wn}}(n) = w(n) + o\sigma(n) \quad 1 \leq n \leq N \tag{13}
\]

where \( \sigma(n) \) is a zero mean random sequence symmetrical about its center term \( N/2 \), and \( o \) is the small scalar term. The reason for adding noise to the original window function is to disguise the subsequent modification of the window function by some code word known only to the system designer.

Assume the designer has a code word \( \mathbf{c} \) of length \( P \) and inserts it into the modified window sequence starting at posi-
TABLE VIII

| Coefficients for Standard Hamming Window and Coded Hamming Window |
|------------------|------------------|------------------|------------------|
| Hamming          | Coded            | Coded            | Coded            |
| 0.1581           | 0.1645           | 0.1712           | 0.1781           |
| 0.1684           | 0.1748           | 0.1751           | 0.1884           |

tion \(i\). To ensure symmetry about the center term, the following equation must be satisfied:

\[
\begin{align*}
    w_c(n) &= \begin{cases} 
        w_m(n) & 1 \leq n \leq i - 1 \\
        w_m(n) + \beta \alpha(n - i + 1) & i \leq n \leq i + P - 1 \\
        w_m(n) & i + P \leq n \leq N/2 
    \end{cases} \\
    w_c(n) &= w_c(N + 1 - n) \quad n = 1, 2, \ldots, N/2
\]  

(14)

where \(\beta\) is a small scalar value.

As an example of this technique, consider a 256-element Hamming window function. Noise was added to this window using a value for \(\alpha\) in (13) of 10\(^{-3}\). The code word used was "signal processing at Strathclyde is excellent." The binary representation of these ASCII characters was added to the modified window function starting at position 10, using a value for \(\beta\) in (14) of 10\(^{-4}\). There are no particular reasons for these numerical choices for \(\alpha\) and \(\beta\), other than they produce a unique window function that compares favorably with the standard function.

The difference between the true Hamming window and the coded Hamming window for sample values 25–28 is shown in Table VIII. There is obviously a difference between the Hamming and coded window functions, but the performance of each window is very similar.

Fig. 6 shows the effect of using both these window functions on 256 samples of a sequence consisting of two sinusoids with normalized frequencies of 0.15 and 0.2 Hz. The average mean square error between the two windowed sequences in Fig. 6 is 3.69 * 10\(^{-3}\). The magnitude of the DFT for both these windowed sequences is shown in Fig. 7. The average mean square error between the magnitude response values in Fig. 7 is 0.0074. The experiment was repeated for 100 random input sequences. The overall average mean square error in the windowed data sequences was 1.16 * 10\(^{-5}\), the overall mean square average error in the DFT magnitude values was 0.0016, and the overall average mean square error in the DFT phase was 0.068 rad\(^2\).

Only the original system designer knows the profile of the noise modified-window function \(w_m(n)\), and therefore, no unauthorized user can determine the code word embedded in the coded window function.

IV. IP PROTECTION OF DSP DESIGNS

It is only with the introduction of SoC, which is a completely new design paradigm, that IP protection has become a major issue in chip design. While watermarking techniques have been used in other areas such as image and audio protection for some time [5], [6], [15], it is interesting to note the similarities and differences between these two application areas. The first point to note is that in image processing, IP is being protected in very unstructured environments such as the Internet. Reusable cores will only be interchanged between companies if the interchange environment is more regulated and structured. Several commercial companies have been set up to facilitate the interchange of SoC IP, including virtual component exchange (VCX) in Livingston, U.K. [18], and rapid application specific intellectual property developers (RAPID) in Campbell, CA, USA [19]. Both companies have recently set up a joint task force to share ideas and expertise.

Most watermarking procedures within image processing have concentrated on the robustness of the techniques presented, and Memon et al. [16] have correctly noted that it is far more important to concentrate on how legally effective the technique is in IP protection. They have shown that within image processing, it is possible for the unscrupulous to create a bogus "original" image and claim to have inserted a watermark that not only appears in their protected version but in the true copyright owner's watermarked versions as well. In such circumstances, the legal copyright owner cannot be legally verified by many of the watermarking techniques that have been proposed.

The application described in this paper is rather different. It is not the IP of the algorithms to which the watermarking techniques discussed in this paper have been applied that is being protected, since they are all standard well-documented techniques, but the chip design that implements these algorithms as part of a more complex system. It should be noted that IP protection techniques can be applied at all the design abstraction levels of the chip, such as basic cell implementations, logic structures, and register transfer level descriptions of various subcomponents of the overall design. The thrust of this paper is that as well as applying IP protection at the physical and behavior descriptions...
of the IP core; it is also possible to apply IP protection within the fundamental computational algorithms that are being implemented. This would ensure that it would become extremely time consuming and costly to attempt to detect and circumvent the IP protection mechanism throughout the whole design flow.

In practice, the IP protection mechanisms used throughout the complete design flow from algorithms to cell layout would be registered with a third party such as VCX before any exchange of IP was contemplated. In this way, it is hoped that IP exchange within the electronic chip design fraternity can be eased.

Notwithstanding the comments above on the differences between IP protection applied to multimedia data and virtual cores for SoC, it is fair to say that IP protection within chip design is in its infancy, and the methodology proposed by Memon et al. [16] for images is well worth noting, in which the effectiveness as well as the implementation technique for any IP protection technique be considered jointly.

V. CONCLUSIONS AND APPLICATIONS

This paper has considered techniques to protect intellectual property of systems that incorporate standard DSP algorithms. It has been shown that for two of the most fundamental algorithms (a digital filter and the calculation of the DFT of a sequence), it is possible to embed a unique code word into the algorithm to enable proof of system design to be verified. In the predicted era of system on chip, when systems may be built on silicon using virtual cores from a multiplicity of sources, it will become increasingly important to protect intellectual property. This paper has illustrated that IP protection mechanisms can be employed at the highest abstraction level in the design process where such techniques provide maximum benefit.

The thrust of this paper has been to investigate the possibility of introducing some form of IP protection at one of the highest abstraction levels in the overall design process. There are many other issues facing a chip design team. One problem is the complexity of the algorithms to be implemented. This may be particularly important in low power designs. The protected algorithms in this paper have identical complexity to their nonprotected classical counterparts if complexity is defined as the number of arithmetic operations or memory locations used. A recent publication has suggested [17] that additional constraints could be included in the design of FIR filters to obtain filter coefficients that are optimized for low power realizations. A fruitful area of research may be to attempt to use a constrained optimization approach to design filters incorporating some form of IP protection and low power realizability.
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